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Abstract

LLM-powered agents are increasingly being deployed for
data-related tasks, including data import, data exploration,
data visualization, and data analytics. However, their per-
formance heavily depends on the clarity and completeness
of data field semantics. Unfortunately, many field descrip-
tions remain ambiguous or incomplete, as much of the es-
sential context (e.g., the meaning of a customized field) orig-
inates from users’ domain knowledge and is rarely docu-
mented publicly. This gap restricts the effectiveness of LLM-
based agents in downstream tasks, such as entity linking. To
bridge this gap, we introduce a novel Interactive SEmantic
Enrichment system (ISEE). Given a field description, ISEE
assesses its quality using a novel scoring system, efficiently
gathers user knowledge, and collaboratively enriches the se-
mantics with users. Both a user study and a qualitative evalua-
tion demonstrate that our approach significantly enhances the
accuracy of field descriptions while imposing less cognitive
load on users compared to baselines.

Introduction

LLM-powered agents are increasingly deployed in enter-
prise tasks such as entity linking (Shen, Wang, and Han
2015; Kolitsas, Ganea, and Hofmann 2018) and natural
language querying of databases (Ning et al. 2023; Tian
et al. 2023; Ning et al. 2024). While academic environ-
ments assume well-documented or publicly available con-
text, enterprise environments pose distinct challenges. Busi-
ness databases often contain highly customized fields whose
meaning is privately owned by domain experts. Conse-
quently, when field descriptions are ambiguous or incom-
plete, LLMs face challenges in interpreting their meaning,
leading to errors in downstream tasks. For example, when
a user asks a natural language question, the entity-linking
service is expected to accurately map the query to the corre-
sponding mentioned fields. However, given the unclear se-
mantics, LLMs can only guess and make mistakes. While
automatic enrichment methods (Belsky, Sacks, and Brilakis
2016; Cai, Sheen, and Doan 2025; Xue, Wu, and Lu 2021)
can mitigate this issue, they come with inherent limitations.
This is primarily because these works utilize the broad, gen-
eral knowledge embedded in LLMs, rather than relying on
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the domain-specific expertise of users. Without sufficient
context, it is nearly impossible for LLMs to automatically
infer the missing information and enrich these fields. Thus,
field enrichment has to keep the domain experts in the loop
and actively solicit domain knowledge.

To bridge this gap, we present ISEE, a novel Interactive
SEmantic Enrichment system that automatically evaluates
the quality of existing descriptions, efficiently elicits user
knowledge, and collaboratively enhances descriptions with
domain experts. ISEE introduces three key novel features.
First, a downstream-aware scoring system comprehensively
evaluates the quality of field descriptions across five di-
mensions, including usability, informativeness, clarity, con-
ciseness, and readability. We develop unique algorithms for
each dimension to measure a distinct aspect of the descrip-
tion quality. Second, an instruction-guided query population
module that allows domain experts to enrich field descrip-
tions by simply verifying potentially LLM-suggested nat-
ural queries that can be answered using the field. Third, a
taxonomy-guided clarification generator leverages our pro-
posed clarification taxonomy to generate specific, easy-to-
answer questions to capture domain experts’ knowledge.

We evaluated ISEE through a within-subject user study
and a qualitative assessment. In the user study, we recruited
eight participants with relevant professional backgrounds
and tasked them with enriching field descriptions using ISEE
as well as three baseline systems: manually editing descrip-
tions, selecting from pre-enriched candidates, and working
with a conversational Al Assistant (i.e., ChatGPT). Accord-
ing to participants’ self-reported experiences, ISEE signifi-
cantly reduced their cognitive load and increased their con-
fidence in producing enriched descriptions. Following the
study, an independent human evaluation of the enriched de-
scriptions showed that ISEE significantly improved descrip-
tion enrichment accuracy by 119%, 32%, and 92% com-
pared to manual editing, candidate selection, and ChatGPT,
respectively.

Method
System Overview

Figure 1 presents the pipeline of ISEE. Starting with field
descriptions from a data dictionary (Adobe Experience Data



Model'), TSEE includes three iterative stages—Evaluation,
Clarification, and Enrichment. In the first stage (Evalua-
tion), ISEE evaluates the quality of the current description.
Users are provided with multiple evaluation scores, each
measuring a distinct aspect of the description. Additionally,
natural language (NL) explanations accompany each score
to help users better understand the quality and current state
of the description. This enables users to understand the situa-
tion and identify areas for improvement. In the second stage
(Clarification), once users understand the current descrip-
tion, they can actively contribute related information (e.g.,
relevant NL queries or data records) using the query popula-
tion feature. Alternatively, they can passively provide feed-
back by answering generated clarification questions. This
stage facilitates users in efficiently providing missing se-
mantic information. In the third stage, by incorporating user
feedback, ISEE collaboratively suggests an updated field de-
scription, which users can further refine as needed.

This iterative loop, including three stages, continues until
the description achieves a satisfactory level of quality. ISEE
follows the design of Human-Al collaborative systems such
as (Tian et al. 2024, 2025), where humans guide and validate
the enrichment process while Al assists with automation and
scalability. We use OpenAI’s GPT-40 (OpenAl 2024) as the
base LLM and text -embedding-3-small 2 as the em-
bedding model in ISEE. We discuss details of each compo-
nent in the following sections.

Scoring System

The first key feature of ISEE is a multi-dimensional scor-
ing system that provides a quantitative and interpretable as-
sessment of a field description’s quality. This evaluation en-
ables users to gauge the current quality of a description and
identify specific areas for improvement. The overall score
ranges from O to 100 and is computed from five distinct met-
rics. Unlike existing approaches (Chen, Chu, and Nakayama
2024; Zhuang et al. 2024; Liu et al. 2023) that rely on
prompting an LLM to directly generate a score, our method
does not delegate the scoring decision to the model. Instead,
the calculation of each metric is based on a dedicated al-
gorithm targeting a different aspect of quality. This ensures
greater stability and consistency compared to early LLM-as-
a-judge methods (Gu et al. 2025; Li et al. 2025). We discuss
details for each score below.

Usability Score The usability score measures how well
a field description supports downstream tasks. We consider
this the most important metric, as it directly reflects the prac-
tical utility of the description in real-world applications. For
example, in the entity linking task, the score is based on the
Mean Reciprocal Rank (MRR), which captures both top-
rank accuracy and fine-grained ranking performance. Given
a set of || evaluation queries, the MRR is computed as:

1 QI 1
usability = 747 —_— 1
Susability 1] ; rank, x 100

"https://github.com/adobe/xdm

Zhttps://platform.openai.com/docs/models/text-embedding-3-
small

where rank; is the position of the correct field in the ranked
list of retrieval results for query . Higher scores indicate that
the description enables more accurate and precise retrieval in
downstream tasks.

As more different downstream tasks are considered into
the evaluation, this score can become increasingly accu-
rate and representative of real-world performance. However,
sometimes the downstream evaluation may be unavailable
due to privacy or insufficient data. In such cases, our scor-
ing system still functions effectively based on the other four
downstream-independent metrics.

Informativeness Score Informativeness score captures
the richness and diversity of the information conveyed in the
description. A more informative description provides multi-
ple, non-overlapping aspects of meaning, offering more con-
text and greater semantics.

To achieve this goal, we measure the diversity among
component embeddings within the description. Specifically,
we split the text into clause components by periods and
commas. Each component is embedded with OpenAl’s
text—embedding-3-small and then normalized (L2
normalization). Let m be the number of components, and let
f(-) maps each component to its normalized embeddings.
We compute the average pairwise cosine similarity

5= ﬁ > cos(f(ei), fley)),

i<j
and define the informativeness score
Sinfo = 100 (1 —5), with Sipo = 0ifm < 2.

To ensure the score remains easy to interpret, it is clipped
between 0 and 100: values below 0 are adjusted to 0, while
values above 100 are adjusted to 100. This clipping process
stabilizes the score and mitigates the impact of outliers.

Clarity Score Clarity measures the extent to which a de-
scription can be interpreted in different ways. Even a com-
prehensive description can include vague, ambiguous terms,
leading to random interpretation by LLMs. A high clarity
score indicates that different human readers or models are
likely to interpret the text in consistent ways.

Inspired by prior work (Mu et al. 2024) on ambiguity
detection for code generation, we extend the approach to
handle arbitrary natural language descriptions. To be more
specific, we prompt an LLM (GPT-40) to generate N in-
dependent interpretations of the input description, then en-
code each interpretation into a semantic embedding (Ope-
nAl's text—-embedding—3-small). We compute the
mean pairwise cosine similarity between these embeddings
and scale the result to a 0-100 range:

2 .
Sclarity = NN-D) ;COSSIIH(Ei, E;) x 100

Lower agreement indicates higher ambiguity, resulting in a
lower clarity score.
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Figure 1: Pipeline of ISEE: (1) Users understand the quality of the current description by a multi-dimensional scoring system.
(2) Users provide feedback through query population or clarification questions. (3) Users refine the suggested description.

Conciseness Score The conciseness score measures
whether a description conveys its intended meaning without
unnecessary redundancy or repetition.

A description can be complete and unambiguous, but con-
tain overlapping or semantically equivalent sentences that
restate the same information. Such redundancy can make
the description unnecessarily lengthy and distract LLMs
(Tian and Zhang 2025), thereby reducing downstream per-
formance. We quantify redundancy using both syntactic and
semantic similarity:

* Syntactic redundancy: We compute the pairwise Jac-
card similarity (Levandowsky and Winter 1971) between
the sets of words in two sentences:

_ |ANnB|
- |AuB|’

where A and B are the sets of words in the respective
sentences. If the similarity exceeds a predefined thresh-
old, the sentences are marked as redundant.

¢ Semantic redundancy: Following the approach used in
the informativeness score, we compute the cosine sim-
ilarity between sentence embeddings. High similarity
scores indicate semantically equivalent sentences, even
if their wording differs.

J(A, B)

To obtain the final redundancy set, we take the union of
all sentence pairs flagged as redundant by either syntactic or
semantic detection. This ensures that sentences identified as
duplicates in either form are only counted once.

Let Ny be the total number of sentences in the descrip-
tion, and Niegyndane be the number of unique sentences ap-
pearing in at least one redundant pair. The redundancy ratio
is then defined as:

: Nredundant
Redundancy ratio = ———

total

The conciseness score is calculated as:
Conciseness = 100 x (1 — Redundancy ratio),

so that higher scores indicate more concise descriptions with
less repetition.

Readability Score Readability score evaluates whether
the structure of a description is easy to comprehend. Al-
though readability is originally designed for humans, poor
readability indicates that the description is poorly organized
and may also hinder the understanding of LLMs. We directly
use Flesch—Kincaid Reading Ease score (Flesch 1943) as our
readability score.

Overall Score The overall quality score is computed as a
weighted sum of the five individual metric scores:

5
Stotal = E W * S,
m=1

where S,,, denotes the score for the m-th metric and w,,, is
its corresponding weight.



The metrics are prioritized in the following order of im-
portance: usability, informativeness, clarity, conciseness,
and readability. In our scenario, we manually tuned their
weights to 0.50, 0.20, 0.15, 0.10, and 0.05, respectively. The
weights can be dynamically adjusted to match enterprise-
specific priorities, such as lowering the usability weight
when downstream evaluation is not reliable.

Taxonomy-Guided Clarification

To add missing context and resolve ambiguity, ISEE elicits
users’ domain knowledge by generating specific, easy-to-
answer clarification questions. To make clarification ques-
tions generation more consistent and useful, we first pro-
pose a clarification taxonomy based on careful literature re-
view (Purver 2004; Aliannejadi et al. 2019; Zamani et al.
2020) and adapt it to our scenario. Leveraging this clari-
fication taxonomy, ISEE prompts LLMs to select the most
relevant question type based on LLM-as-a-Judge and gener-
ate the clarification question based on few-shot learning. We
discuss more details in the sections below.

Clarification Taxonomy We propose a clarification tax-
onomy (Table 1) designed to support the generation of clar-
ification questions for field enrichment. The taxonomy in-
cludes six distinct types of clarification questions, with each
addressing a specific cause of incompleteness or ambiguity.

Paraphrase prompts the user to restate the description in
another way, helping to validate and disambiguate meaning.
Narrow-down resolves polysemy by asking targeted ques-
tions to restrict the scope of a term with multiple interpre-
tations. Attributes collects finer-grained details when a men-
tion has relevant subtypes or attributes not explicitly speci-
fied. Wh-clarification aims to elicit further context by ask-
ing who, when, where, or why questions. Relationship un-
covers potential relevance between the given field and other
fields in the schema that the user may not have mentioned.
Finally, Logic clarifies the intended logical relationships be-
tween multiple elements or conditions in the description,
which are often obscured by natural language.

Question Generation Given an input field description
and the context (e.g., schema information or previously an-
swered questions), ISEE generates a clarification question
in two steps. First, it selects the most relevant clarification
type from our six-type taxonomy by prompting a LLM in an
“LLM-as-a-Judge” role. This step enables the LLM to iden-
tify the clarification type most likely to resolve the current
key ambiguity. Second, using the selected type, ISEE builds
a type-specific generation prompt that contains the descrip-
tion, the context, few-shot examples, and a short template
that encodes style. This prompt directs the model to gen-
erate a specific and concise question along with its possi-
ble answers. The question may take the form of a multiple-
choice question with straightforward options or an open-
ended question. This taxonomy-guided clarification gener-
ation pipeline ensures consistent question generation while
effectively addressing a key issue.

Instruction-Guided Query Population

In addition to passively answering clarification questions to
give feedback, ISEE also allows users to proactively provide
NL queries or example data related to this field, which are
important context as they make the system understand the
purpose or usage scenario of this field.

However, manually creating these examples can be de-
manding. To reduce effort, [SEE introduces a query popula-
tion feature that automatically generates many queries for a
given field. Our key insight is that while refining a textual
description can be challenging, it is often easier for users to
verify related queries. Thus, the system populates candidate
queries, and the user only needs to validate or refine them
rather than create them from scratch. The process is itera-
tive: previously verified or user-provided queries are incor-
porated as context, enabling subsequent query population to
better capture the intended semantics.

To make the query population more controllable, users
can further guide this process through an optional NL in-
struction. For example, a user might specify “focus on time
evaluation,” so ISEE only populates chronological queries.
Without the additional instruction, ISEE generates diverse
queries related to this field by default.

Evaluation

As an interactive semantic enrichment service, we evaluate
the usability and effectiveness of ISEE. We first conducted
a within-subjects user study with 8 participants. All of them
engage with data field descriptions as part of their day-to-
day work. In the study, we compare ISEE to three base-
lines, including manually editing the description, selecting
enriched description candidates, and using a conversational
Al assistant.

Following the user study, we conducted an additional
qualitative evaluation in which human reviewers rated the
enriched descriptions against the ground truth. The ratings
were conducted with the reviewers unaware of the origin
of the descriptions, as descriptions were shuffled across all
users and sessions. This approach ensured an unbiased eval-
uation of whether ISEE enhances enrichment accuracy.

User Study Protocol Each study began with a two-minute
introduction that outlined the motivation and background of
the study. Next, participants were asked to complete a pre-
task survey to capture their background information and bet-
ter understand user needs. To simulate a scenario that elicits
domain experts’ knowledge, participants were given three
minutes to memorize a printed sheet containing the ground
truth descriptions of four data fields, which would later serve
as the study tasks. The sheet was then collected to simu-
late a scenario in which participants hold knowledge in their
minds without documented information. Following this, par-
ticipants watched a three-minute tutorial video explaining
the study tasks and demonstrating how to use ISEE and the
other tools. Participants proceeded to complete four task ses-
sions, each lasting three minutes and utilizing a different
tool. Participants were asked to make their best effort to pro-
vide a good description within the allotted time for each ses-
sion. Both the order of tools and their assigned tasks were



Type

Description

Example

Paraphrase

When the description is generally ambiguous, the sys-
tem can ask the user to paraphrase it in another way.
Paraphrasing can cross-validate the meaning and is
also easy for users to perform.

User: “This is a field about Python.”
System: “Can you paraphrase it in another
way?”’

Narrow-down

When there are different meanings of a certain men-
tion, the system asks a clarification question to narrow
down the meaning.

User: “Python.”
System: “Are you talking about the program-
ming language or the animal (snake)?”

Attributes

The mention may not be ambiguous, but there are
multiple subtypes/attributes under it. The system can
request more detail and identify which attributes the
user cares about.

User: “Programming languages.”

System: “Do you care more about Python,
Java, or other languages? Or is this for all lan-
guages?”’

Wh-clarification

The system asks Who (personal context), When (tem-
poral context), Where (spatial context), or Why (pur-
pose context) questions about the description.

User: “Laptop.”
System: “Is there any purpose, such as gaming,
work, or school?”

Relationship

There can be a relationship between this field and
other fields in the schema/sandbox, but the user did
not mention it. The system identifies a likely candi-
date and asks if such a relationship exists.

User: “This field collects user names who un-
derstand Python programming.”

System: “Is there a relationship between this
field and the other field expertise_level?”

Logic

The logic presented in the description can be inter-

User: “Python and Java.”

preted in different ways.

System: “Do you mean ‘either’ or ‘both’ for
the two conditions?”

Table 1: Clarification question taxonomy for semantic enrichment

shuffled to negate learning effects. Finally, after completing
all tasks, participants filled out a post-task survey to compare
their experiences across the different sessions.

Comparison Baselines To evaluate the effectiveness of
ISEE, we compared it against three baselines that reflect
common practices for enriching data field descriptions:

* Manual Editing. Participants directly wrote or revised
the field description without system support. This base-
line simulates the most common practice, where users
rely solely on their own domain knowledge.

* Candidate Selection. Participants were presented with
several pre-generated enriched descriptions generated by
LLM prompting. This baseline reflects a basic industrial
setting where systems provide static suggestions. Partic-
ipants could either select one of the candidates or refine
them, but no further interaction was supported.

¢ Conversational AI Assistant. Participants interacted
with a general-purpose conversational Al assistant (Chat-
GPT) to iteratively refine the description through natural
dialogue. This baseline reflects a widely recognized in-
teractive modality that users are already familiar with.

Pre-task Survey Before starting the main tasks, partici-
pants completed a short pre-task survey to capture their prior
experience and perceptions of field descriptions. All eight
participants reported that they were not satisfied with the
quality of the field descriptions that appeared in their work.

In terms of usage frequency, six participants indicated that
they interact with database fields on a daily basis, while the
remaining two reported doing so on a weekly basis.

Participants also identified field description issues in their
work. As shown in Table 2, the most frequent issue was
that descriptions are too short or missing (100%). Other
common limitations included a lack of concrete examples
(71.4%), missing information about relationships between
fields (71.4%), and insufficient business context or purpose
(57.1%). Ambiguity in language (42.9%) and outdated or in-
correct descriptions (28.6%) were also noted. These findings
confirm that field descriptions often fail to meet practition-
ers’ needs and motivate the design of ISEE to provide more
complete, contextualized, and useful enrichment.

Furthermore, we asked participants to reflect on the im-
portant aspects of field descriptions. Results are summarized
in Table 3. Field purpose and Data type/format were consis-
tently ranked as the most important content of a description.

Results We first evaluated ISEE against three baselines
(manual editing, candidate selection, and conversational as-
sistant) using the NASA TLX questionnaire (Hart and Stave-
land 1988). As shown in Figure 2, ISEE significantly reduced
perceived mental demand, effort, and frustration compared
to the baselines. Participants reported that enriching field
descriptions with ISEE required less cognitive load and felt
smoother than manually editing or relying on a conversa-
tional assistant. Importantly, the highest ratings on perfor-
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Figure 2: NASA Task Load Index Ratings.

Challenge Responses (%)
Description is too short or missing 7 (100%)
Language is ambiguous or unclear 3 (42.9%)
Description is outdated or incorrect 2 (28.6%)
Lacks business context or purpose 4 (57.1%)
Lacks concrete examples of values/queries 5 (71.4%)
Lacks information about relationships 5(71.4%)
Other 0 (0%)

Table 2: Participants reported limitations of field descrip-
tions (7 participants responded, multiple choices allowed).

Content Rank

Data Type and Format  1.57

Field Purpose 2.00
Usage Example 2.86
Field Relationship 3.14

Table 3: Average participant rankings of contents of field
descriptions (lower score = higher importance).

mance indicate that participants felt more successful in com-
pleting the enrichment task when using ISEE.

To further assess enrichment quality, we conducted a
blind review in which independent human raters scored en-
riched descriptions against ground-truth references without
knowing their source (Table 4). Descriptions generated with
ISEE received significantly higher accuracy rating, which is
consistent with participants’ self-perception in the study.

Additionally, in the post-study survey, we gathered addi-
tional feedback. The majority of participants rated the qual-
ity score as useful or very useful, with 85.8% assigning a
score of 4 or 5 on a 5-point scale. We also asked partic-
ipants to rate the usefulness of three key features of our
system on a 1-5 scale (higher is better). Query popula-
tion received the highest rating (M = 4.29), with partici-

Method Rating (1-7)
Manual Editing 32
Candidate Selection 4.0
Conversational AI Assistant 4.5
ISEE (Ours) 6.2

Table 4: Average reviewer ratings of enriched descriptions
(1 = lowest quality, 7 = highest quality).

pants emphasizing that the automatically generated queries
were “diverse in nature, covering many possible questions a
user may have about the field,” which “made it much eas-
ier to write a good description.” Description scoring was
also rated highly (M = 3.86), with one participant noting
that “the scoring of the interactive enrichment system is ex-
tremely helpful as it can guide me to improve my descrip-
tion.” Finally, clarification questions received a relatively
lower rating (M = 2.71). While generally considered use-
ful, participants mentioned that “sometimes [they] felt it less
efficient to answer many questions.” Taken together, these
results suggest that all three features contribute to the effec-
tiveness of semantic enrichment, with query population and
description scoring being particularly impactful.

Conclusion

We present ISEE, an interactive semantic enrichment system
that enhances enterprise field descriptions through descrip-
tion scoring, query population, and clarification questions.
A user study and a qualitative evaluation show that ISEE
significantly reduces cognitive load while improving perfor-
mance. User study participants believed query population
and description scoring as especially useful, highlighting
their value in guiding and accelerating the enrichment pro-
cess. This work demonstrates that interactive enrichment is
an effective approach for capturing missing domain knowl-
edge and benefiting enterprise data-related applications.
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