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Abstract
LLM-powered agents are increasingly being deployed for
data-related tasks, including data import, data exploration,
data visualization, and data analytics. However, their per-
formance heavily depends on the clarity and completeness
of data field semantics. Unfortunately, many field descrip-
tions remain ambiguous or incomplete, as much of the es-
sential context (e.g., the meaning of a customized field) orig-
inates from users’ domain knowledge and is rarely docu-
mented publicly. This gap restricts the effectiveness of LLM-
based agents in downstream tasks, such as entity linking. To
bridge this gap, we introduce a novel Interactive SEmantic
Enrichment system (ISEE). Given a field description, ISEE
evaluates its quality using a novel scoring system, efficiently
gathers user knowledge, and collaboratively enriches the se-
mantics with users.

Introduction and Related Work
LLM-powered agents are increasingly deployed in enter-
prise tasks such as entity linking (Shen, Wang, and Han
2015; Kolitsas, Ganea, and Hofmann 2018) and natural lan-
guage querying of databases (Ning et al. 2023; Tian et al.
2023; Ning et al. 2024; Zhang et al. 2025). While academic
environments assume well-documented or publicly available
context, enterprise environments pose distinct challenges.
Business databases often contain highly customized fields
whose meaning is privately owned by domain experts. Con-
sequently, when field descriptions are ambiguous or incom-
plete, LLMs face challenges in interpreting their meaning,
leading to errors in downstream tasks. For example, when
a user asks a natural language question, the entity-linking
service is expected to accurately map the query to the corre-
sponding mentioned fields. However, given the unclear se-
mantics, LLMs can only guess and make mistakes.

Recently, semantic enrichment methods (Belsky, Sacks,
and Brilakis 2016; Xue, Wu, and Lu 2021) are proposed to
automatically make field description more meaningful and
accurate. While these methods can mitigate this issue, they
come with inherent limitations in practical enterprise sce-
narios. This is because these methods leverage the broad
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knowledge embedded in general-purpose LLMs, whereas
domain-specific expertise remains inaccessible to the un-
derlying LLMs. Without specific context, it is infeasible for
LLMs to automatically infer the missing information and ef-
fectively enrich these fields.

To address this challenge, it is necessary to keep the do-
main experts in the loop and solicit domain knowledge. We
present ISEE, a novel Interactive SEmantic Enrichment sys-
tem. ISEE follows human-in-the-loop system design princi-
ples (Rogers 2012; Tian and Zhang 2025; Tian et al. 2024,
2025), in which humans can efficiently understand the sys-
tem’s behavior and provide precise feedback. ISEE auto-
matically evaluates the quality of existing descriptions, effi-
ciently elicits user knowledge, and collaboratively enhances
descriptions with domain experts.

System Overview
Figure 1 demonstrates the UI and workflow of ISEE. Start-
ing with field descriptions from a data dictionary (Adobe
Experience Data Model1), ISEE includes three iterative
stages—Evaluation, Clarification (Passive and Active), and
Enrichment.

In the first stage (Evaluation), ISEE comprehensively
evaluates the quality of the current description across five di-
mensions, including usability, informativeness, clarity, con-
ciseness, and readability (Figure 1 1⃝). This enables users to
understand the situation and identify areas for improvement.

In the second stage (Clarification), once users understand
the quality of the current description, they can contribute re-
lated information by providing feedbacks. ISEE enables both
passive feedback (Figure 1 2⃝) and active feedback (Fig-
ure 1 3⃝). Regarding passive feedback, ISEE generates spe-
cific and easy-to-answer clarification questions. The ques-
tion may take the form of a multiple-choice question with
straightforward options or an open-ended question. These
questions are designed to efficiently elicit users’ domain
knowledge, helping to resolve ambiguity in the current de-
scription. In addition to passively answering clarification
questions, ISEE also allows users to actively provide natural
language (NL) queries or example data related to this field,

1https://github.com/adobe/xdm



Figure 1: UI and Workflow of ISEE. (1) Evaluate: Users click Score to obtain a 0–100 quality score based on 5 dimensions
and a dashboard of Downstream Results that reveal how the quality of the current description. (2) Passive feedback: The UI
asks concise clarification questions (e.g., scope, attributes, logic); users answer with one click. (3) Active feedback: Users add
example NL queries, or press Populate to review system-populated queries and select the relevant ones. (4) Enrichment: The
system drafts a Suggested Description that the user can Accept/Reject or lightly edit. The loop can be repeated until the score
or downstream evaluation meets the user’s expectation.

which are important context as they make the system under-
stand the purpose or usage scenario of this field. However,
manually creating these examples can be demanding. To re-
duce effort, ISEE introduces a novel interactive query popu-
lation feature that automatically generates queries under the
given field. Our key insight is that while refining a textual
description can be challenging, it is often easier for users
to verify related queries. Thus, the system populates candi-
date queries, and the user only needs to validate or refine
them rather than create them from scratch. The process is
iterative: previously verified or user-provided queries are in-
corporated as context, enabling subsequent query population
to better capture the intended semantics. To make the query
population more controllable, users can further guide this
process through an optional NL instruction. For example, a
user might specify “focus on time evaluation,” so ISEE only
populates chronological queries. Without the additional in-
struction, ISEE generates diverse queries related to this field
by default.

Lastly, by incorporating user feedback, ISEE suggests an
updated field description (Figure 1 4⃝), which users can
further refine as needed.

This iterative loop continues until the description achieves
a satisfactory level of quality. We use OpenAI’s GPT-4o
(OpenAI 2024) as the backend model backend model for

generating clarification questions and suggested descrip-
tions. We use text-embedding-3-small 2 as the em-
bedding model for richness and downstream evaluation.

Conclusion and Future Work
We present ISEE, an interactive semantic enrichment system
that enhances enterprise field descriptions through descrip-
tion scoring, query population, and clarification questions.
This work demonstrates that interactive enrichment is an ef-
fective approach for capturing missing domain knowledge
and benefiting enterprise data-related applications.

In future work, we plan to extend the scoring system with
additional metrics that capture broader aspects of quality,
as well as integrate a wider range of downstream tasks to
make the richness scoring more comprehensive. When there
are multiple metrics, users can choose which to focus on
by adjusting weigts over different downstream tasks and
metrics. We also aim to add visualization capabilities, such
as embedding-based semantic maps, to provide users with
more interpretable feedback. These enhancements will fur-
ther improve transparency and effectiveness, enabling ISEE
to better support diverse enterprise contexts.

2https://platform.openai.com/docs/models/text-embedding-3-
small
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